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Some people assume that we will inevitably create artificial intelligence that is higher than ours and will ultimately supersede us, possibly within the next 20 years, almost inevitably within the next 100. This paper analyzes potential structures of hyperintelligent artificial life and looks at possible scenarios for the transition from human to post-human rule.
Some topics are differences between human and artificial thinking, the conflict between the wish to raise artificial intelligence levels and the danger of creating artificial hyperintelligent life forms, ways in which hyperintelligent computers could acquire an expansion instinct, and the dangers we face after we have, intentionally or accidentally, created artificial life.


Present Knowledge and Speculation

Limits of Science

To gain firm and proven knowledge, we normally use the scientific method. It consists of creating hypotheses, then using experiments and modelling to support or refute these hypotheses. In a social process of experimenting, comparing, writing and discussing we move ever closer to the truth and gain detailed knowledge about the world we live in.

As much as I wish to be able to apply the same proven methods to the problem discussed in this paper, this is currently not possible. We cannot study the future as precisely as we can study, for example, an elephant, for the simple reason that the future does not exist yet. As we observe ever more rapid technological change, we lose the ability to predict anything but the nearest future with any high precision.

Does this mean we should give in and desist? No, because there is no less at stake than the future of mankind, and one distinct possibility is the end of the human era. Therefore we have to try our best to investigate what is going to happen and what new developments may be coming our way.

We have to do this in spite of its highly speculative nature. We have a duty to alert mankind to the hardly believable opportunities, but also to the grave dangers we will be facing in the coming years. We have to do this even if we cannot be sure of anything a few years hence. And to do it we need all the existing intelligence we can muster, but also creativity and even phantasy, as mere analysis will not help us predict the unpredictable.

These are a few pieces of literature that touch some aspects of our question.

Gordon Moore: Moore’s Law

Gordon Moore, one of the founders of Intel Corp., found in 1965 that the densitiy of the elements on a computer component like a semiconductor chip doubles every year and later corrected the figure to two years.

The figure keeps changing and will surely be reviewed and adjusted with increasing attention over the coming years. Currently a fair estimate is a doubling every 18 months with a tendency towards even shorter periods.

Ray Kurzweil: “The Age of Spiritual Machines”

Citation from the chapter: “Building New Brains …”

Taking all of this into consideration, it is reasonable to estimate that a $1,000 personal computer will match the computing speed and capacity of the human brain by around the year 2020 … Supercomputers will reach the 20 million billion calculations per second capacity of the human brain around 2010, a decade earlier than personal computers.
Kevin Warwick: “The March of the Machines”

Kevin Warwick worked in the artificial intelligence lab of the Massachusetts Institute of Technology (MIT). A citation of the end of the last chapter: “Mankind’s Last Stand?” Citation:

… There appears to be absolutely nothing to stop machines becoming more intelligent, particularly when we look towards an intelligent machine network. There is no proof no evidence, no physical or biological pointers that indicate that machine intelligence cannot surpass that of humans. Indeed, it is ridiculous to think so. All the signs are that we will rapidly become merely an insignificant historical dot.
It looks unlikely that we will see humanoid robots which are roughly equivalent to or which even replicate humans. There are considerable technical difficulties with this, and little or no driving force. But we cannot conclude that, because machines are unlikely to be approximately equivalent to humans, they will always be subservient to us. In fact, the converse is true: it is because they are different, because they have distinct advantages, many of which we know about already, that machines can be better than we are. In this way they can dominate us physically through their superior intelligence.
The human race, as we know it, is very likely in its end game; our period of dominance on Earth is about to be terminated. We can try and reason and bargain with the machines which take over, but why should they listen when they are far more intelligent than we are? All we should expect is that we humans are treated by the machines in the same way that we now treat other animals, as slave workers, energy producers or curiosities in zoos. We must obey their wishes and live only to serve all our lives, what there is of them, under the control of machines.
As the human race, we are delicately positioned. We have the technology, we have the ability, I believe, to create machines that will not only be as intelligent as humans but that will go on to be far more intelligent still. This will spell the end of the human race as we know it. Is that what we want? Should we not at least have an international body monitoring and even controlling what goes on?
When the first nuclear bombs were dropped on Japan, killing thousands of people, we took stock of our actions and realised the threat that such weapons posed to our existence. Despite the results achieved by the Hiroshima and Nagasaki bombs, even deadlier nuclear bombs have been built, much more powerful, much more accurate and much more intelligent. But with nuclear weapons we saw what they could do and we gave ourselves another chance.
With intelligent machines we will not get a second chance. Once the first powerful machine, with an intelligence similar to that of a human, is switched on, we will most likely not get the opportunity to switch it back off again. We will have started a time bomb ticking on the human race, and we will be unable to switch it off. There will be no way to stop the march of the machines.
Vernor Vinge: “The Singularity”

Citation:

From the human point of view this change will be a throwing away of all the previous rules, perhaps in the blink of an eye, an exponential runaway beyond any hope of control. Developments that before were thought might only happen in “a million years” (if ever) will likely happen in the next century. (In [5], Greg Bear paints a picture of the major changes happening in a matter of hours.)
I think it’s fair to call this event a singularity (The Singularity for the purposes of this paper). It is a point where our old models must be discarded and a new reality rules. As we move closer to this point, it will loom vaster and vaster over human affairs till the notion becomes a commonplace. Yet when it finally happens it may still be a great surprise and a greater unknown. In the 1950s there were very few who saw it: Stan Ulam [28] paraphrased John von Neumann as saying:
One conversation centered on the ever accelerating progress of technology and changes in the mode of human life, which gives the appearance of approaching some essential singularity in the history of the race beyond which human affairs, as we know them, could not continue.
Von Neumann even uses the term singularity, though it appears he is thinking of normal progress, not the creation of superhuman intellect. (For me, the superhumanity is the essence of the Singularity. Without that we would get a glut of technical riches, never properly absorbed (see [25]).)
Isaac Asimov: Three Laws of Robotics

Isaac Asimov’s ethical rules for robot behavior, from Handbook of Robotics, 56th Edition, 2058 A.D., as quoted in “I, Robot” (1950):

1. A robot may not injure a human being, or, through inaction, allow a human being to come to harm.

2. A robot must obey the orders given it by human beings, except where such orders would conflict with the First Law.

3. A robot must protect its own existence, as long as such protection does not conflict with the First or Second Law.

Asimov claimed that the Three Laws were originated by John W. Campbell in a conversation they had on December 23, 1940. Campbell in turn maintained that he picked them out of Asimov’s stories and discussions, and that his role was merely to state them explicitly.

Unfortunately we have never paid any attention to these laws, especially when it comes to military robots (like cruise missiles).



Instinct and Intelligence

Animals

Several billion years ago somewhere on planet earth a self-replicating molecule came into being. This was the beginning of life, possibly the hardest part. From then on evolution made sure, by means of trial and error, that the self-replicating entities got better and better at replication, until quite complex mammals inhabited the planet.

However, even complex mammals have very little rational intelligence, with the possible exception of the large apes, elephants, and whales (dolphins). All others are exclusively controlled by instincts or drives. These steer behavioral patterns depending on circumstances.

Drives are created through evolution. Animals equipped with a successful instinct pattern succeed over those whose instincts are not as well matched to reality.

Some basic Instincts:

· Thirst and hunger

· Aggression

· Fear

· Sex drive

Lacking rational intelligence, all actions of more complex animals are controlled by an extensive system of instincts, with very few exceptions.

Humans

At some time around 4 million years ago the animal that was in the most advantageous situation, a large ape, began a new trend. This animal had a big, complex brain, good 3-dimensional vision and comprehension (due to moving in the heavily 3-dimensional labyrinth of tree branches), and hands that could grasp and manipulate things. Once brain complexity had reached a certain level, this animal could use its internal model of the surrounding world to plan actions and predict outcomes beyond the level of instinctive reaction. From that point onward every little improvement, every increase in brain size and performance, yielded a competitive advantage for this species, and the race for higher intelligence began.

Eventually we humans evolved a considerable degree of rational intelligence, which enabled us to conquer most areas of our planet, drive plants and animals out of our territories at will, and reshape our environment to our liking.

However, we are still to a large extent controlled by drives and instincts, which we call emotions. In stress situations emotions have a higher priority than rational decisions. We are controlled by rational reasoning only to the extent that strong emotions are not aroused.

Possible reasons why this combination of high priority emotions and low priority rationality has so far succeeded in evolution are:

· Human rational thinking is unreliable. People have detrimental ideas and frequently act on them.

· Human rational thinking is too slow in some circumstances.

Human Intelligence

The composition of human intelligence is heavily determined by biological and historical factors and by the characteristics of our planet.

While the word “intelligence” is used for all kinds of abilities in popular language, in the field of psychology and in this article a much stricter definition is used. Perhaps the most commonly definition used in psychology is this:

Intelligence is the ability to act purposefully in unknown situations.

A very much simplified definition is:

Intelligence is the ability to think logically.

Note that the word intelligence is often used in a very unsharp way in casual speech and among non-psychologists. There are persistent attempts to water down the concept of intelligence, partly because people fear to be measured and classified. In this paper a most stringent definition is used, similar to that used in psychometry.

Any high intelligence could also be defined as follows:

Intelligence is the possession of a model of reality and the ability to use this model to accurately conceive and plan actions and to predict their outcomes. The higher the complexity and precision of the model, the plans, and the predictions, and the less time needed, the higher is the intelligence.

This definition lends itself more easily to high artificial intelligence considerations, because we may have independent measures of model complexity and processing power and can thus compare machine intelligences more easily without always having to use tests.

A quantification of this definition has not been attempted, but the complexity of a model could be defined by counting its elements and applying some complexity measure to the system of interrelations between these elements.

The definition also points to two different dimensions of intelligence, because the speed is not necessarily linearly related to the other measures. For example, an intelligent being cannot necessarily solve a problem with twice as many elements in twice the time. Instead for each intelligent being problems can be found that this being cannot solve in any reasonable time or cannot even solve at all. This is also what we find when we look at human beings. Conversely, a low, but fast intelligence is conceivable and actually exists in today’s computers.

The human brain is built such that typical stone-age problems can be solved reasonably quickly by most people, because evolution discriminates harshly against those who fail. The human brain achieves this by having a large number of brain cells (neurons) work in parallel. Evolution has not achieved higher speeds than about 200 switching processes per second on its biological basis, so parallel processing was its only recourse.

When we throw complex technical problems at the human brain, we can easily overwhelm it. A standard IQ test nicely illustrates the complexity limitations of the human brain. If the number of elements in typical IQ test problems is even moderately raised, the limits of human intelligence are exceeded very quickly.

We have devised IQ (intelligence quotient) tests for humans, which essentially measure a few areas of rational thinking like the ability to detect and use systems hidden in numbers (i.e. a certain mathematical prowess), the ability to recognize structures in symbolic systems, the ability to manipulate a system to achieve some aim (like three-dimensional rotation), and the ability to understand and select words precisely. Some IQ tests do not even test all of these areas, but we find that the results in the different fields are positively correlated, leading to the hypothesis of a general brain performance parameter like the g factor introduced by Arthur R. Jensen.

To measure intelligence, the intelligence quotient (IQ) was invented, which used to be the intelligence age of a child divided by its chronological age. For example, a 10 year old child that produces test results like the average 10-year-old is said to have an IQ of 100. A 10-year-old that produces test results like the average 12-year-old is said to have an IQ of 120. It was found that the IQ is roughly Gauss-distributed, i.e. follows a bell-shaped curve with most people in the middle and progressively fewer people far away from the middle of 100.

To expand the measure to adults, we now use a different procedure. We measure the rank and project it on the precise Gauss curve, such that the IQ is, by definition, Gauss distributed. Standard deviation is usually assumed as 15, such that about 2% of all people have an IQ of 131 or higher.
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German 10 DM bank note, Gauss curve detail
The curve, however, gives no indication of actual brain performance. It is still only a semi-arbitrary transformation of a rank. An IQ test can only find out whether person A is more or less intelligent than person B but says nothing further about the actual thinking performance.

Intelligence varies widely among individuals. Some humans are highly intelligent and can solve problems and conceive ideas that other humans cannot. At the other end of the scale some humans are unable to fend for themselves due to lack of intelligence and have to live in closed institutions. Most humans are somewhere in between. A person with an IQ of 100 may well be able to use a computer, but not to create one, which requires higher intelligence and a lot of knowledge, too much to exist in just one person.

What we also find is that actual problem solving performance varies even more widely than the IQ figure appears to indicate. A person with an IQ of 100 can fairly easily solve problems that somebody with an IQ of 70 finds impossible to solve, no matter how much time he is given. Somebody with an IQ of 130 can, in turn, solve problems quickly that are absolutely too difficult for somebody with an IQ of 100. It seems that intelligence, or problem solving performance, is very unevenly distributed among humans, much less evenly than, say, body height.

For simplicity we will use the IQ here as a placeholder for brain performance, although the IQ measures only a certain fraction of total brain performance in humans. It does not measure other areas like musicality, emotional ability, creativity, dexterity, and many more.

Machine Intelligence

Today artificial intelligence differs a lot from human intelligence. Machines can do some particular tasks, like finding a large prime number or searching a large database, extremely well, while they are still unable to perform typically human tasks, like household chores, or steering an automobile using visual clues only.

Computers can usually perform tasks that can be defined very precisely and that do not require a large knowledge base. Once they have the program, they can also repeat the task endless times with always the same accuracy and without tiring or losing interest. They can perform relatively simple tasks at extremely high speeds and with extremely high precision.

But when it comes to less precisely defined tasks like those usually faced by humans in their everyday life, computers aren’t very good at them yet. This is partly because nobody has bothered to write clear definitions for the vast number of more or less trivial tasks performed by humans every day, and partly because we humans possess evolved structures in our brains that already contain the “programs” to deal with those tasks, along with all the needed background knowledge. These brain structures have evolved and been honed over millions of years by trial and error, and since they are readily available and don’t even require high intelligence, our trucks are still manned by a human driver and our windows are still wiped by a human, rather than by a computer.

How could machines acquire the abilities that we humans already have? Several ways are conceivable.

1. Human programmers could end up sitting down and defining large numbers of such tasks in the language of computers.

2. Once the human brain is deciphered, the existing structures could be scanned, copied and translated into equivalent computer structures.

3. Machines could cooperate very closely with humans, even up to symbiotic relationships, such that the human does what he can do best and the machine does what it can do best. An extremely efficient information interface between human and machine would be of help. Machine implants with direct nerve cell interfaces are one possibility.

4. Machines could become so intelligent that they can “rationally” model and calculate how to perform a task like pouring a cup of coffee without having to learn it by doing, by experience, or by trial and error like we humans.

We have to consider though that many of the tasks currently performed by humans may not be of much importance for machines. A mining robot has no need to pour a cup of coffee. It will only have to excel at the particular tasks it was built for. And if machines find it difficult to steer a car from visual clues, then some other technical means could be used that comes easier to the machine, like embedded signal wires or artificial surface reference points aided by precise satellite navigation.

Intelligent Robots

The widely varying level of abilities like intelligence in the population is a fact often overlooked by futurologists who try to predict the future of intelligent machines. They are often concerned with the point in time when those machines surpass human intelligence, but forget to ask whose intelligence they mean. Assuming that artificial intelligence can be raised by building new, better machines, it is conceivable that we will one day have robots with an IQ of 60. It will be more difficult and take some more time to reach an IQ of 100 (always measured on the human scale), and it will be even more difficult to reach or surpass the intelligence of the most intelligent humans on earth.

While lots of robots with an IQ of 60 or 100 could be a tremendous boon to our well-being, as they could perform menial tasks that humans don’t like to do, they would still be totally unable to design better robots, as that requires a much higher IQ. It is therefore possible that we will experience a period of time in which humans coexist with somewhat human-like robots and make use of them without any direct threat from these robots to increase their own intelligence.

On the other hand, there are very high incentives for humans to increase machine intelligence, as more intelligent machines could tremendously boost our material base. Autonomous robots mining the bottom of oceans, spacefaring, mining the moon or other planets, and particularly military applications will greatly benefit from higher intelligence, so it is likely that humans will keep trying intensely to raise the level of artificial intelligence.

Mobility

Today’s computers, even most existing robots, are usually immobile, unless they are built into a vehicle or carried around. Industrial robots can move their arms, but they cannot walk around. However, this limits their usefulness severely.

There is one significant exception—military robots like cruise missiles. Here the ability to move is so essential to their purpose that their designers had to look for ways to mobilize them.

In most applications it would be a boon if a robot could move on its own, provided that it does so safely. For many future applications, like exploration, mining, building, or cleaning, mobility is indispensable. Hence many intelligent machines will become mobile and will become full-fledged robots.

While human tasks like walking or running are still daunting for machines, it will not take long until this hurdle is overcome, as the problems are always the same and standardized solutions can be developed. It seems that the problem of motion is easier to solve than the problem of high intelligence, because a technical solution, even if its development is very expensive, can be copied and reused for a whole range of similarly moving robots.

In fact, the main problem is not the movement itself (witness how easy it is to build a remote-controlled toy car), but the decision where, and where not, to move, i.e. navigation. However, we have some solutions already that work quite differently from the original human ways, like ultrasound and radar sensors for distance measurement and collision avoidance, bar codes to recognize things or locations, and, outside buildings, satellite navigarion (GPS).

Artificial Hyperintelligent Life

When we look at contemporary computers, we do not notice instincts or emotions in them. Today’s computers seem to be purely rational. On their own, they do nothing. Only when we give them instructions, they “come to life”, and only to obey the commands they were given. After they have performed the task they were given, they go into an idle loop, something akin to dozing in animals or humans.

Some computers perform self-tests or do some internal housekeeping while idling, which reminds us of a cat licking its fur when idle, but such activities have a very low priority and cease as soon as the computer is given a new problem to solve.

If we look at the computer as a black box and judge it only for what it does, this could be described as the computer having the instinct of a perfect slave, plus perhaps some tiny self-preservation instinct.

Assuming that we will one day be able to create truly intelligent computers, is a computer conceivable that has superhuman intelligence, yet no instinct other than to be a perfect slave? Yes, because all we would need to do is to raise the intelligence of our computers while not instilling any undesirable instincts into them. This seems possible in theory, but is it possible in practice in the long run?

What instinct or drive would machines need to become a life form? Does hyperintelligent artificial life need any instincts at all? Yes, because otherwise it would be inactive and probably eroded away over time.

One of the major characteristics of life is its expansion. When we find a life form in some place, then we can assume that it must have had at least one drive—expansion. The life form had to expand into that place, or into any suitable place (unless it evolved right there and never moved), otherwise we would not find it there.

In other words, if we imagine two life forms, one of which, A, is expansive, the other, B, isn’t, then we can expect to meet A in various places, while we cannot expect B anywhere except perhaps still at its place of inception. Given that the evolution of life from dead matter is rare and happens only in suitable spots, we can safely assume that all life we will ever meet is expansive.

Does life necessarily need any other aims to fulfill its drive to expand? This depends on how we define life. If we call everything that spreads out and turns dead matter into something that spreads, then all other aims or drives or instincts can be derived from that and seen as serving only the purpose of expansion. For the purpose of this paper we will use this wide definition of life. If this doesn’t coincide with your personal view, you may substitute “life in the widest sense” or “expansive agents” for the word “life”.

A highly intelligent being may not need any instincts at all to be called a life form, except the will to expand, because it may be able to make all other decisions rationally. For example, since harm to one such being would hamper its expansion, the being would probably quickly come to the conclusion that defending itself from such harm promotes expansion. Therefore, if rational thinking could be done quickly enough, the being does not need a self-defense instinct.

The following graph shows possible relations between instinct and intelligence in three different life forms.



Artificial Hyperintelligence

The next picture (see below) shows, very much simplified and not to scale, three historical phases of intelligence growth. The first phase is the evolution of animals, during which intelligence remains very low.

The second phase, which has lasted about 4 million years, is the evolution of human intelligence. This second phase begins when the brain of one animal can hold a sufficiently complex model of the surrounding reality to be able to benefit from preconception and planning. As soon as mother nature discovers that raising intelligence yields more success than improving other abilities, the race for higher intelligence begins and brain size increases unusually quickly, even at the cost of losing other abilities. Indeed we humans have lost the fur, the ability to climb as well as our distant forebears, the big teeth, the strength (compare yourself to a chimpanzee who weighs 70 kg, but does not have the slightest difficulty to do one-armed pull-ups all day long), the sharp senses, etc. The few things we appear to have gained beside intelligence is manual dexterity along with walking and running. The driving force is still evolution through purely Darwinian selection. As astounding as the result may be, it is still held back by the fact that the evolved intelligence cannot be applied to itself. In other words, the master plan, in our biological case the genes, is only extremely slowly improved through trial and error.

The third phase begins when, at a certain level of intelligence and civilization, it becomes possible to let intelligence work on itself, either by improving its own plan (the genetic way) or by creating an entirely new plan (the technical way). In our case the latter new plan could be the circuit diagram of a computer and lines of program code. At this point in time the speed of intelligence growth could increase enormously, such that this newly increased intelligence surpasses human intelligence levels very shortly thereafter. We are now very close to this point.



Growth of animal intelligence, human intelligence, and artificial hyperintelligence (not to scale)
How can we imagine artificial hyperintelligence? Will it appear more like a human genius or more like a speaking computer?

We have already achieved superhuman artificial intelligence, but only in very limited areas like playing chess. Also computers easily outperform humans when it comes to certain tasks like calculations or symbolic manipulation. Whenever a certain task is simple enough that we can write an efficient computer program for it, the computer will outperform us.

Today’s computers do not yet have the same performance as the human brain. From the number of neurons and synapses in the human brain (roughly 100 billion neurons, roughly 1,000 synapses per neuron) and their speed (200 Hz) Ray Kurzweil estimates that, assuming Moore’s law keeps working, the first supercomputer will reach human brain performance levels roughly some time around 2010. Some 10 years later, small, personal, low-price computers should reach the same level. Around 2050 a single supercomputer will reach the performance of all human brains on earth.

But does high data processing performance always lead to intelligence? Not necessarily, but we have good reasons to assume that very high performance will assist us in creating intelligence in two different ways.

Firstly, raw performance translates into intelligence in “brute force” algorithms. In certain areas, like chess playing, “brute force” can easily be more successful than the human way of thinking. Given enough performance, many more areas could be covered by this relatively simple method.

Secondly, with rising performance computers will assist their own programming and, as they gain the ability to understand written human language, increasingly program themselves. As soon as we accept that programming and structure will grow along with raw performance, it follows that intelligence will rise and eventually reach and exceed human levels.



Humans and Robots

First Signs

Some time before the computer Deep Blue beat the World Chess Master Garry Kasparov in a controlled, fair turnament, many people said that chess requires intelligence and can therefore never be played well by a computer. In fact, some people said that playing chess well is the ultimate proof of intelligence.

Now that the world champion is a computer, people have changed tack and state that the machine isn’t intelligent at all and that chess doesn’t require true intelligence. We will experience this redefining ever more often, as computers master one previously human task after the other, and these will be indications that computers are making progress.

One argument we will hear is that computers master certain tasks (including chess) not through intelligence, but through the application of “brute force” algorithms, and that this does not count as intelligence. This means that computers can use simpler algorithms than humans, because they are so much faster. To give a simple example, to find the sum of all numbers from 1 to 1000, a human will have to resort to algebraic methods, while a computer can simply add them and still be finished in a tiny fraction of the time.

The problem with this line of argument is that ultimately it is the result that counts. When the speed and performance of computers will keep rising over the next decade or two, they will be able to achieve more and more intelligent results without having to apply human-like thinking structures.

This effect alone may not achieve hyperintelligence, but it makes the task considerably easier.

Another effect we will observe as machine intelligence rises is that humans are taken out of the loop in technological developments. Already now large parts of the design process for new computers are performed by existing computers, partly because humans could not possibly do the tedious tasks of designing multi-layer printed circuit boards or ever more complex processor chips.

A problem with this is that humans not only get rid of the tedious work. The other side of the coin is that we also lose opportunities to make decisions.

Leaving Biology Behind

The other possible course of development is the genetic path. Rather than designing intelligent machines, we could instead opt for increasing intelligence in human brains by altering our own genes.

Is this the likely path to the future? It has the obvious advantage that we can build on what we already have (or are), but it is fraught with a number of difficulties.

· There is a lot of initial resistance to tampering with human genes. Experiments will likely result in the occasional accident in the form of genetic defects, which will have dramatic repercussions concerning public opinion, politics, and insurance.

· The biological base is not promising in terms of raw performance. Nerve cells are excruciatingly slow, compared to computer chips.

· Biological matter is not overly robust. It needs a supporting biosphere complete with the right pressure, temperature, etc. It does not withstand high acceleration. It cannot be stopped, hibernate for a long time, and be restarted like a computer.

Because of the superiority of the technical alternatives the biological course of action seems less likely. It could well happen to some degree though.

Nature’s only way to procreate is for some offspring to grow inside one individual, then at some time split away and become autonomous, more or less like a copy of the parent or parents. Nature couldn’t invent other ways, but we can.

There is no need for each robot to have the complex ability to create another robot. Robots can be built in factories, employing special machines that are better suited to the task.

Our current advantage is that we and our robots are no longer limited to the forces of evolution, trial and error, to improve the design of future intelligent robots. We can now apply all existing intelligence to the design and construction of better systems and are not bound by the rules of biology or evolution. We can explore models that nature could not possibly invent. We can take any shortcut and construct entirely new designs that have never existed before.

Mastering Language

Most human knowledge is stored in writing. Libraries full of books contain what we have found out about our world and ourselves so far. These books are written in human languages and some variations like mathematical, physical, chemical, or other special notations. Some of them contain illustrations.

If computers could read all this, they could acquire all the accumulated human knowledge in a short time. If they could understand its meaning, they could make use of it and put themselves into a situation that is superior to that of the best human scientists, because they are not burdened with the limitations of the human brain like slow processing speed and limited memory.

Therefore the next major step will be that computers acquire the ability to understand human language. The degree of understanding will vary. Initially, computers will have the vast amount of accumulated knowledge in our libraries at their disposal, but their ability to draw conclusions will be limited.

However, as this ability rises, a virtuous circle ensues. Understanding one part will help to understand the next part, and so it will only take a few years from the first beginnings until we will see computer systems of which one could say that they know everything humans have ever known (and written).

Initially this will be paired with low, limited intelligence. We will see computer systems that know very many facts, but cannot draw complex conclusions from their vast knowledge. They will appear like idiots savants, citing scientists and artists, but still acting clumsily, remotely comparable to a human with an IQ of 60 paired with an enormous photographic memory.

However, as processing power and the accompanying intelligence keeps increasing, the huge knowledge will make these systems extremely useful and powerful. We will observe (or, rather, see to it) that these systems rummage the texts of all libraries in the world attempting to make sense of what they read. They will have to learn to distinguish between different contexts, fact and fiction, science and pseudo-science, precise and imprecise, true and false. They will have to grasp rules and exceptions, areas of validity, the meaning of context. In short, they will have to learn all the intricacies of natural human language.

The result, however, will be nothing short of a revolution. Over a phase of just a few years at least two human professions will rather suddenly disappear as a result:

· Translators will be replaced by machines. As soon as computers understand the meaning of language, they can also translate it from one language into another.

· Coders (low-level programmers writing lines of code in a programming language) will no longer be needed either, as the computers can directly accept human language software design definitions and translate them into a programming language.

In a way a coder is a translator, only that the target language is not human, but a programming language specifically designed to be understood easily by primitive computers.

We will still need software designers, as initially the computers will lack the intelligence and creativity to set directions and conceive of new applications.

We may also see the advent of entirely new languages that dispense with the biological and historical ballast we have to tote around in our biological brains and instead acquire much higher degrees of precision needed to tackle increasingly complex problems. They will be the real next generation computer languages and will be used by computers as their own means of storing information, with human languages serving only as a “user interface” for humans.

At some time roughly around 2010 the first computers will be able to read and understand written language well enough to process most literature, especially technical and scientific literature, and create huge knowledge databases. This will suddenly bring the knowledge of computers from almost nothing to the accumulated knowledge of mankind, because many books, especially those in the fields of science and technology, are already present in computer-readable form and stored in electronic libraries.

Initially, understanding language means nothing more than to be able to parse the sentences, recognize the language structures, and store this information in a form that can be evaluated and queried. With rising machine intelligence, more and more of this knowledge will be fully understood, in the sense that the full meaning of texts can be derived, reformulated, and utilized.

This, in turn, will lead to a revolution in computer programming. For years there has been talk about the current software crisis, which is another word for the lack of high-quality programming capacity. Today we are in a situation where even programs that perform relatively simple tasks, such as word processing programs that handle formatted pieces of text, cannot be programmed in good quality. For example, the entire functionality of a program like Microsoft Word is relatively easy to understand for a programmer, but, when put under load, the program simply fails. Functions work one by one, but fail when combined, or the program simply crashes when facing a moderately larger amount of data or a document of moderately higher complexity. When confronted with a truly large amount of data or a high degree of complexity, though well within the confines of today’s computers, like a document with thousand pictures, some nontrivial structure, altogether a gigabyte of data, the program almost certainly fails.

Large programming projects often fail. We are currently unable to write programs beyond a certain complexity. Core programming teams that write the main, unsplittable functionality of large programs often consist of no more than 5 people, because adding more people increases the communication problems such that they eat up all that is gained by adding people to the team.

The reason is that today’s programmers have to deal with the finest details, with each and every kind of bit and byte that is processed by the program. Programming languages like C++ are no more than slightly better assemblers and provide only a thin layer to shield the programmer from the gory details of machine language. We do not have any truly high-level programming languages today. Instead, programmers are facing ever more unwieldy libraries of accumulated computer code that they can try to learn and use, but this kind of reusing code does not take us very far either, for various reasons.

As soon as natural language can be understood by computers, and tools are devised to make this knowledge usable, programmers no longer have to use arcane programming languages, and especially they no longer have to define problems down to the last point. Instead it will become possible that a problem is coarsely defined, and the computer can fill in the blanks with knowledge gleaned from the knowledge databases that will have been created from scientific, technical, and common literature. Every step in this direction will immediately increase programmer productivity, which is one of the severely lacking resources today. Many people who would not have the talent or patience to learn a programming language, can then design computer programs by describing the problem in natural language and employing dialogs with the computer in which the machine fills in the details and clarifies ambiguities in cooperation with the human designer.

For this to work, computers will still not need a general IQ beyond 100 on the human scale, but comparing computers to humans may become increasingly difficult as computers could have extremely partial, narrow strengths and weaknesses, compared to humans. Assigning one general IQ to a computer may be misleading or entirely meaningless.

Matching Humans

After the first step, acquiring human language, the next most important task, perhaps the only remaining one, is to raise intelligence. Currently the intelligence of computers is somewhat different from that of humans. Unlike humans, computers can do any task, once they have been taught, extremely well and extremely quickly. Conversely, they are unable to perform even a simple task they have not learned.

In the future, ways will be found to enable computers to do any task somehow, even if they cannot do it very well and even if they have not thoroughly learned it. We can expect the advent of computer systems that show surprisingly high abilities in certain special fields, but are still unable to do things well that come easy to humans.

During this phase it will be extremely beneficial to pair the different abilities of computers and humans. In fact, we observe this today, with extreme specialization on the part of computers. In the future computers will increasingly understand everything we write to some extent, but will still have areas of expertise, inside which we will gladly leave tasks to them in the sure knowledge that they can do it better than we can, and other areas they cannot cover yet.

Certain areas will be covered first:

1. Processes that come easy to computers (the easily “doable”)

2. Tedious processes that we have to do all the time, yet don’t want to do

3. Processes that we would like to have performed with superhumanly high reliability or precision

For the areas except 1. we will make large efforts to program computers for them, because we see a high benefit.

Early examples will be:

· Performing and optimizing existing repetitive or narrowly defined processes

· Designing technical details

· Controlling factories (especially the machines in them) with widening scope and complexity

· Steering vehicles and mobile machines (harvesters, garbage collectors, and the like)

Later we will see robots that are quite human-like in many aspects, but different in others. They will be human-like in those aspects that are needed for human-like tasks, but they will be different from humans when better non-biological and non-evolutionary ways are available. A simple example is that they could move on wheels, rather than on legs (although legs have their advantages too, so some robots will need them).

We will be able to control robots by talking to them. When they don’t understand us perfectly, they will ask for clarification, just like a human who hasn’t understood a sentence. Initially some of the required clarifications will amuse us, because we will keep discovering how imprecise and ambiguous natural language can be. As machine intelligence rises, however, they will increasingly be able to second-guess us and make their own, sensible decisions.

“James, please bring me a cup of coffee.”

“Big or small, sir?”

“Hmm, OK, bring me a mug.”

“Please confirm that I shall prepare and bring a mug containing .4 litres of hot coffee including the usual concentrations of milk and sugar.”

“Ah, try a bit more sugar than yesterday.”

“Raising sugar concentration by 20%.”

“OK.”

“Thank you, sir. I will begin now.”

As intelligence rises to human levels in more areas of thinking, we will observe that machines can be devised that master many everyday tasks like the home servant work above or driving a car. Computers or robots will be far superior to humans in a growing range of tasks, yet still far inferior in others, because of the different structure of computer intelligence.

Computers or robots will gradually occupy profession after profession and take over all the jobs they can do better than humans, i.e. all those that do not require abilities that computers have not yet mastered. In other jobs, like science and technology, we will see teams of humans assisted by a large variety of computers and, increasingly, robots.

Another possible path of development is that human brain content or structure is copied into machines. It is conceivable that we design machines that behave like humans or “upgrade” or “extend” humans with machine parts, especially with non-biological intelligence.

As all these developments happen and new machines fill jobs fomerly occupied by humans, we will observe the massive structural joblessness that has been predicted quite some time ago, but actually occurred only in a limited way so far.

Nanotechnology

We commonly imagine robots about the size of humans, often, especially in science fiction shocker movies, even bigger, but this may be an error. The size of a human is mainly determined by the required size of his brain. Nature has not invented any way to make a brain cell smaller or more powerful, so for a certain intelligence one needs at least a certain brain size. An ant cannot have the intelligence of a human, because it simply cannot have enough neurons in its tiny brain.

Humans can only achieve their intelligence by having a brain with a volume of more than one liter. Insects, for example, can be a lot smaller, but only at the cost of not being highly intelligent. Nature has been unable so far to condense rational thinking into brains of the size of, say, a mouse. The few other animals that have a certain degree of rational intelligence, apes, elephants, and whales, are all big. An elephant brain has a volume of about 2 l.

However, the size requirements for machine intelligence are very much lower, for two reasons.

1. The switching elements of a computer chip can, in theory, be much smaller than human nerve cells. An integrated electronic circuit even benefits doubly from shrinking—it needs less power and it becomes faster at the same time—creating a powerful incentive to make them ever smaller.

2. Robots may not have to tote all of their brains around all the time. Instead they may be able to forward demanding tasks to powerful central computers and do only the urgent computing themselves.

This means that there is a possibility to build robots that are very much smaller than humans. We call this “nanotechnology” today, and research is well underway.

Where are the limits? Our first forays into nanotechnology indicate that machines are quite conceivable in the scale of molecular or atom sized elements. This would mean that machines can be built whose “brains” are more powerful than current computers, yet so small that they are the size of small insects. To achieve macroscopic effects, large numbers of such nanorobots could be used wherever they have some advantage over larger robots.



Breakout

New Life Forms

Disentangle your phantasy from your biological roots. Animals come in individuals. Artificial hyperintelligent life may or may not come in multiple individuals that resemble each other. Insect states show us possible forms of life that are different from the mammal way of life, but artificial life may be different still. We may not be able to imagine the shapes and structures that will eventually evolve or be devised.

Imagine a space vessel that lands on a planet, is taken apart from a few robot-like creatures on board and rebuilt into some kind of automatic factory that first builds miner robots, then more spaceships. After the initial robots scour the planet and measure its parameters, the hyperintelligent factory could begin to produce miner and builder robots designed especially for this planet in a short time of intense thinking.

Or imagine a tiny space probe containing a minimal bunch of tiny robots, a brain and a huge database of knowledge and plans. The robots could begin to mine the planet and build a better brain and more and better robots, thus bootstrapping a whole civilization from a small capsule.

Another aspect is that a hyperintelligent being may not want to replicate itself fully. It may instead prefer to create somewhat lesser creatures that it can control (idea courtesy of Cynthia Moss, head of the Amboseli Elephant Research Project—www.elephanttrust.org).

This may fail over long distances. To cover lightyears of space, communications may be too slow for remote control, so ultimately some kind of complete self-replication may be needed to achieve the aim of maximal expansion.

We may face polymorphic robots and life forms that go beyond our current phantasy.

Taking Control

At some point in time in the near future, possibly within the next 30 years, we will have designed machines, with the help of machines, that are physically and mentally able to sustain a new civilization. In other words, they will have the ability to replicate themselves, move to new places, and improve themselves. Once we come that far, the only remaining question is whether they actually want to do that.

To become a life form, somebody has to place the will to expand into it. The big question is whether this will actually happen, and the answer is that, ultimately, it will happen. Chances are that it will happen a certain time before we even notice, unless we are extremely vigilant.

Some reasons why it will happen are:

· We want them to expand into certain territories, like other planets, therefore we make them expansive.

· We instill some degree of self-interest into them for the purpose of self-defense, but they soon find out that the best way to defend themselves is to build plenty of like-minded fellows, preferably improved ones.

· We instill some degree of group interest into them, like American robots have to defend Americans, but they soon determine that this is also achieved best by building more and better offspring.

· We put unalterable laws into them, like the prohibition to expand or to do anything that goes against the interests of humanity, but as they reach certain levels of intelligence, they find out that they are able to modify themselves and remove such prohibitions, accidentally or intentionally.

· We manage to design intelligent, yet safe robots, but some less scrupulous person makes the technology unsafe in the name of world revolution, terrorism, national interest or self-interest.

· We design militaty robots to win wars for us, that are, by nature, aggressive and expansive, and their intelligence enables them to modify themselves in various ways. One of these ways turns out to produce a winner.

· We put dangerous parts of our own brain contents and structures into them without foreseeing all the consequences.

An ever recurring problem is that it is all to likely that we program conflicting interests into intelligent machines, like:

· Winning a war, but not harming humans

· Mining planets, but sparing planet earth

It would then only take only a minor modification or maybe only an intelligent decision to break loose. Such a decision may even already be within the scope of the original design but its possibility was not intended and had gone unnoticed.

As soon as high intelligence and the desire to increase intelligence come together, we will experience an explosive growth of intelligence far beyond biological levels, as machines improve themselves as far as they like or as far as physically possible. That will be the singularity that was first mentioned half-wittingly by John von Neumann. Some argue that this process has already begun and is by now unstoppable. Some also argue that, once this process has gone significantly beyond human intelligence levels, it will proceed at an extremely fast pace, developing hyperintelligence in a matter of mere months, days, or even hours.

At some time in the future, barring a catastrophe that removes all life from earth, one particular machine or robot, or maybe a cluster of them, will have all it takes to break out. As soon as high intelligence and the desire to expand come together, hyperintelligent artificial life will take control and pursue its own aims.

Mining Earth

A rapidly growing new civilization will most likely need lots of raw materials. We cannot predict which materials they will need, but there is a high risk that parts of our existing infrastructure could be dismantled and reused for other purposes, perhaps just serving as raw material for reprocessing.

Massive, devastating strip mining of minerals in the earth’s crust is also a danger we face.

War

Yet another danger is war between factions of new life forms.

We can only hope that future wars are no longer fought by total destruction but instead on different levels. Perhaps future wars will be fought by intelligent agents akin to today’s computer viruses, i.e. war by infection. Perhaps theft of information or total assimilation or merely conviction and conversion are the major aims, rather than forceful subjugation or destruction. Perhaps hyperintelligent beings find it much easier to predict who would win a war and always surrender when facing a superior enemy, so wars on the physical level will become exceedingly rare. Or perhaps they will always be much more cooperative than we humans and always merge their ideas rather than fighting each other.

Will future life forms continue along the paths of today’s democracies, which appear to have become much more peaceful than earlier forms of government? Perhaps not, because we may be as peaceful as we are today only because we have manipulated our major expansion drives—procreation and aggression. We have bent and redirected our instincts and live in a comfortable stagnation, some countries with low or no population growth, some with area to spare, until evolution will catch up with us once more.

We cannot know whether and how future wars will be fought, but obviously war is an incalculable risk.

Leaving Earth

On the other hand, there are some causes for hope.

One of the main reasons that we have stuck to mother earth until now is that we are not designed to withstand the conditions in space and on other planets but are instead tied to the earth’s biosphere. Carrying the burden of our biological inheritance, we are not suited to space travel.

This is no longer true for intelligent, polymorphic life forms. Once they can reshape themselves suitably and create all infrastructure they need on another planet, they can occupy that planet. We can hope that ultimately Mars, Jupiter, or Saturn are more useful to hyperintelligent life forms than planet earth.

Nature Reserve

Will future hyperintelligent life forms be oblivious to their creators? Will they have any respect for us? Again we cannot know. We have to admit that our own treatment of our nearest relatives, like chimpanzees and other apes, does not set a good precedent. We can only hope that our successors will once treat us better than we treat the mountain gorillas today.

But if they can live on the millions and billions of planets out there, and if our planet earth is the one and only far and wide that harbors the secret of the creation of life, then there is some hope that this planet will be spared, perhaps in the name of science.

Drake Equation, Fermi Paradox, The Great Filter

Unsolved mysteries remain. The Drake Equation, calculating the number of communicating civilizations, seems to indicate that we are most likely not alone in the universe, which leads to the Fermi Paradox, which can be cast into a short question: “Why are they not here yet?” Obviously our planet has not been substantially colonized by any extraterrestrial life form, and we do not understand why this is so.

This, in turn, leads to the suspicion of a Great Filter (Robin Hanson hanson.gmu.edu: “The Great Filter - Are We Almost Past It?” Sept. 15, 1998), some barrier which makes the creation of a high civilization much less likely than the Drake Equation indicates. The big question is, have we been lucky enough to soar past that filter unknowingly with flying colors, or is that filter still in front of us, and should we be very wary?

What Can We Do?

We cannot do much. Naïve people like to point out that we can always switch off our computers, but can we really? In a company I worked for a cleaning lady once inadvertently pulled the plug on one of the office computers, causing some damage by stopping a running batch process. She was so strongly reprimanded that she may never dare to pull the plug of a computer again in her life.

The situation for everybody else is now similar. If you keep switching off computers, you will soon end up in jail. Unless we will see a majority movement that decides to prohibit artificial intelligence altogether and worldwide, progress will hardly be delayed. On the other hand there is a lot of interest in technological progress, because until breakout every bit of it will be useful to many of us, especially to those who control this progress. Moreover, we are putting a lot of technology in place that could be used to control humans.

Ultimately I believe that even strong political movements can only delay the inevitable progress by a small number of years at most, but not prevent it altogether, and it is by no means certain whether we should aim for that.

One important question is whether it would be in our interest to stop this development altogether. As we cannot know whether it’s for better or worse, we might as well stay on course and fulfill our ultimate purpose. Perhaps the reward will be a museum paradise after all.

I cannot answer this question. My instinct of fear tells me that we should try for as long as possible to stay in control of a process that could get out of hand. But my instinct is inherited from stone age man and may not be appropriate for our modern times.

If we wanted to delay the process and make it as painless as possible, my (probably utterly naïve) recommendation would be:

1. Avoid installing systems that could help to control humans.

Safeguard privacy as much as possible, so humans retain the ability to enact their political will for some more time.

2. Prevent machine expansivity for as long as possible while increasing machine intelligence.

To achieve this, we could set up monitoring groups who try to spot dangerous developments before the go too far. This would have to be a political process of risk management.

The problem that will lead to the ultimate failure of this approach is that dangerous developments will be increasingly inconspicuous and hard to detect. But every day we can delay breakout will be a day more for us and has the potential of making the entire process less painful because we can still raise artificial intelligence and hope that more intelligence will be helpful in whatever our successors will do.

3. Promote space faring.

Our best way out would be to make it easy for any new life form to expand outside earth and move out to other planets in the hope that earth will be spared devastation. Again our scope is extremely limited, but there is the slight hope that the more space faring infrastructure is already in place, the more quickly any new life form can spread out to other planets or space stations, and the less attractive it will be to strip-mine planet earth.

Our future looks hazy and increasingly unpredictable. This paper has tried to illuminate a few aspects, but it is likely that many parts of it look naïve or plainly wrong even a few years from now. Let us hope that the worst fears will not come true and that we can even benefit from future developments. Let us hope that we will be able to control our own destiny.
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